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Abstract 
Maps can be generated directly from coordinate systems, or indirectly 
from distance measures or other dissimilarity indices among objects.  This 
paper reviews methods for generating two-dimensional maps, and for 
comparing maps drawn from alternative data sources.  Particular attention 
is given to using the open-source R system for statistical computing to 
assess the statistical significance of lack-of-fit of any one map to another. 

 
 
1.  Introduction 
There are many situations where one wants to generate a simple map to visually represent 
empirical evidence, and there are other situations where one wants to compare and 
contrast two maps of presumably related information.  Here are some examples: 
 

• An ancient map from some long-forgotten European cartographer is discovered, 
and the question is degree of accuracy relative to a modern rendition with 
carefully calibrated coordinates; 

• The financial geography of investment houses shifts following September 11, 
2001, and the question is whether the “location” of Wall Street has changed; 

• Attributes of a face are compared against a data bank of known faces, and the 
question is whether a match can be found with a desired degree of confidence; 

• Firms are mapped in space relative to their perceived strengths among consumers, 
and again relative to their self-perceived strengths, and the question is whether 
perceptions differ; 

• Maps are drawn of things people fear, and the question is whether maps of male 
subjects differ from those of females, or whether Americans differ from Asians; 

• Political candidates are mapped in political attribute space, and the question is 
whether candidate positioning has changed following a televised debate. 

 
Note that geo-referenced space is not necessary for the consideration of map construction 
and comparison that is the subject of this analysis. 
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2.  Map Constructions with Principal Components and    
Multidimensional Scaling 
When there are measures on exactly two attributes for each of many objects, and when 
orthogonal projection onto a space makes sense, map construction is a simple task.  
However, when the number of attributes is greater than the number of dimensions to the 
desired map, or when data at the object level is not directly measurable, the task is less 
straight-forward. 
 
2.1.  From Data Observations to Maps 
Most maps are generated from raw data.  The simplest example is to draw a map from the 
coordinates of latitude and longitude for each of several locations.  Given n locations, the 
data matrix is of dimension nx2.  More generally, there may be p attributes associated 
with each of n locations, in which case the nxp matrix can serve as input to a principal 
component analysis, and the first two principal scores can serve as coordinates in drawing 
a two-dimensional map approximation of the original p-dimensional space. 
 
2.2.  From Dissimilarity Measures to Maps 
Sometimes, however, data is not available at the specific location level.  For example, 
attributes about individual locations may not be available, but distances between 
locations are observable.  Multidimensional scaling allows one to reverse engineer the 
generating process for a map, and the first two dimensions of an MDS solution often do 
quite well at reproducing a two-dimension map.  
 
 
3.  Map Comparisons with Statistical Measures and Tests 
 
3.1.  Classical Tests v. Permutation Tests 
A classical test of statistical significance relies upon parametric distributional assumptions 
to test a null hypothesis of independence between sampling mechanisms in two 
populations.  Computer-intensive tests address the same issue, but substitute raw 
computing power for the more elegant mathematics but less applicable assumptions that 
underlie parametric distributions.  Examples of computer-intensive methods include the 
jackknife, the bootstrap, and permutation tests, and Mantel developed a permutation test of 
the null hypothesis that two distance matrices have independent generating mechanisms. 
 
3.2.  Mantel Test 
The null hypothesis is that distance matrix A is independent of distance matrix B.  A 
measure of association between the matrices is constructed, such as the cophenetic 
correlation, which is a function of the sum of products of corresponding elements in the 
lower triangle of the respective matrices.  To determine whether the observed correlation 
is significantly different than 0.0, as implied by independence, the rows and columns of 
matrix A are randomly permuted, while those of B remain fixed.  The correlation is 
calculated between the randomly permuted matrix A and distance matrix B, and note is 
taken of whether this correlation is greater than the original cophenetic correlation.  If, 
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after many repetitions of this randomization procedure, the incidence of observed 
correlations that exceed the original cophenetic correlation is below a set threshold for 
error tolerance, one concludes that the null hypothesis is not supported by the data. 
 
3.3.  Bidimensional Regression 
Originally developed in the geography literature but recently rediscovered in psychology, 
bidimensional regression is a method for measuring the degree of fit of one map to 
another, after applying transformations, rotations and translations to maximize the degree 
of fit.  The coordinate pairs for observations depicted in map A are regressed on the 
coordinate pairs for observations depicted in map B.  The pair of intercepts estimate the 
optimal degree of horizontal and vertical translation.  The pair of slopes can be 
transformed to measures of appropriate scale and angle transformation to maximize the 
extent to which the resulting variation of map A approximates map B. 
 
3.4.  Procrustean Analysis 
According to Greek mythology, Procrustes was a robber on the outskirts of ancient 
Athens who lured unsuspecting travelers to his home, where he then tied them to his bed 
and provided a perfect fit by stretching or chopping the victims as needed.  Similarly, 
Procrustean analysis is a means of applying legal and painless mathematical stretching 
and twisting to matrix A until it has minimum distortion relative to matrix B.  Because 
maximization of ordinary least squares fit, as measured by R-square, must necessarily 
lead to the same result as minimization of sum of squared errors, bidimensional 
regression and Procrustean analysis produce equivalent results from differing directions.   
 
 
4. Singular Value Decomposition as a Unifying Concept 
Multivariate statistical techniques like principal components analysis, multidimensional 
regression, bidimensional regression, and Procrustean analysis all attempt to obtain 
reasonable degrees of fit of high-dimension problems in low-dimension space, thereby 
facilitating visual presentation and interpretation.  It should not be a surprise, therefore, to 
discover that there is a unifying concept that underlies their constructions.  That concept 
is the singular value decomposition, by which any matrix can be recast as the product of 
three fundamental component matrices.  Table 1 shows the derivation of these 
multivariate methods from building blocks contained in a singular value decomposition. 
 
For those unfamiliar with this remarkable decomposition and its properties, it might be 
instructive to briefly peek ahead to Figure 4, where the open-source R system for 
statistical computing is introduced.  Note in the example there that matrix a is generated 
in the first line using commands with consequences you might surmise, then object b is 
created to house the three component matrices (u, d, v) from the singular value 
decomposition of matrix a, and finally matrix c completes the reconstruction of matrix a 
by following the multiplication process noted in Table 1, presumably confirming your 
expectation relative to the generation of matrix a.
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Eigen-Analysis: 

 
 
Singular Value Decomposition: 

 
 
Principal Component Analysis: 

 
 
Ordinary Least Squares Regression: 

 
 
 
 

 
Multidimensional Scaling: 

 
 

 
Procrustean Analysis: 

 
 
 
Bidimensional Regression: 

Table 1.  Singular value decomposition as a unifying concept 
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5.  A Small Worked Example in the R Statistical Computing Environment 
 
5.1. A Sample Problem 
Southern California (Figure 1) is comprised of seven counties that encompass 
approximately 350 zip code areas.  In this simple example, we use the tools described 
previously to construct and compare maps of eight zip codes within the region.   
 

 
 

Figure 1.  A map of Southern California 
 

5.2. Data Sources 
As stated, the seemingly straight-forward way to construct a geographic map is to plot 
geographic coordinates.  Estimates of coordinates for many locations are available through 
multiple sources, on the internet and elsewhere.  One example is shown in Figure 2.  Of 
course, different sources provide different estimates, if only because in this case a zip code 
area is a polygon rather than a single point.  As Figure 3 demonstrates, estimates of latitude 
and longitude for zip codes vary, as do estimates of distances between zip codes.  
Application of the tests described in Section 3 indicates that these differences tend not to be 
statistically significant.  Selecting a single source, geographic coordinate estimates for the 
eight locations are presented in Table 2.  Other data sources are introduces later. 
 

 

 
 

Figure 2.  Coordinate data for one data point in a map construction 
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Figure 3.  Coordinates and distance estimates from different sources differ 
 
 
 

 
 

Table 2.  Coordinates for 8 zip codes in Southern California 
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5.3. The R Statistical Computing Environment 
Analysis can proceed using many spreadsheet or statistical programs.  However, the 
preference is to use a single system, and to select an adaptable and open-source 
environment, so that procedures can be modified as needed and shared among interested 
users.  The R statistical computing environment provides one such system.  It has several 
additional advantages, including a wide array of available packages that perform 
functions ranging from interfaces (to Oracle databases, GRASS geographic information 
systems, and ESRI shapefiles), to map objects and other visualization tools, to 
computational procedures (including Mantel testing, Procrustean analysis, etc.). 
 
R is a descendent of the S language developed at Bell Labs (R = S-1 = “Almost S”), as is 
its commercial counterpart, S-Plus.  Figure 4 shows the graphic user interface to R, and 
briefly demonstrates the ease of interactive statistical computing.  The base system and 
supporting packages are available for download at http://www.r-project.org. 
 

 

 

 
 

Figure 4.  A singular value decomposition and matrix reconstruction in R
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5.4. Map Constructions and Comparisons 
Given the coordinates in Table 2, the plot function in R faithfully produces in Figure 5 a 
crude but accurate map of the eight Southern California locations.   

 

 
 

Figure 5.  From coordinates to a map 
 
Virtually the same display can be generated by plotting and rotating the first two 
dimensions of the multidimensional scaling solution to the matrix of estimated distances 
between locations.  A gap analysis of the difference between the two displays is provided 
in Figure 6.  The virtual reproduction of one map by the other is confirmed by the Mantel 
test statistic of 0.96, and by the correlation estimate of 0.995 following Procrustean 
analysis.  One thousand permutations confirm the significance of these results at < 0.001. 

 

 
 

Figure 6.  Gap display between coordinate map and  
MDS reconstruction based upon straight-line distance estimates 
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Driving distances between locations also are readily available, and are likely to differ 
from straight-line distances to the extent roads are influenced by terrain.  The gap display 
in Figure 7 indicates slightly less degree of fit between maps than in Figure 6.  Indeed, 
the Mantel test statistic drops to 0.94, and the bidimensional regression R-square is 0.98. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 7.  Gap display between coordinate map and  
MDS reconstruction based upon driving distance estimates 

 
So far the maps have rather faithfully reproduced one another, whether generated from 
data at the object level or from dissimilarity measures among objects.  The degree of fit is 
likely to drop substantially as non-geographic attributes of location are introduced to the 
mapping process.  To demonstrate this, Table 3 introduces housing attributes for the eight 
locations, based upon recent information published on the Dataquest web site. 
 

 
 

Table 3.  Housing attributes for 8 zip codes in Southern California 
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Table 4 introduces information from the ESRI web site that portends to capture the 
community tapestry for each of the eight locations.   

 

 
 

Table 4.  Community tapestry for 8 zip codes in Southern California 
 

Maps are generated by plotting the first two dimensions of the multidimensional scaling 
solution to the 7-dimension housing dataset and the 8-dimension community tapestry 
dataset, respectively.  As anticipated, correspondence between the two maps is relatively 
weak, as shown in Figure 8.  Both the bidimensional regression correlation and the 
Procrustean analysis correlation are estimated at 0.55, producing an R-square estimate of 
0.30 that is not significantly different from the null hypothesis of independence (based 
upon 1,000 permutations).  As noted in the display, however, the lack of fit may be 
explainable by a single influential observation, so that substituting another fit criterion 
could improve the evidence regarding association.  
 

 
 

Figure 8.  Gap display between maps created from housing attributes  
and from community tapestry attributes 
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5.5. Further Considerations 
The analysis to this point has used some relatively less known tools and techniques to 
conclude that (1) maps drawn from actual geographic coordinates are not significantly 
different from those drawn based upon distance matrices, and (2) housing and community 
tapestry attributes do not map in a way that suggests association between the groups. 
 
Traditional analysis reinforces and extends these conclusions.  A linear regression of the 
housing price per square foot attribute on latitude, longitude, and their interaction 
produced an R-square of 0.73, with a p-value of 0.043.  Statistical significance is not 
often supported for three predictors and eight observations!  Adding the population 
density attribute and the percent Caucasian attribute to this model did not significantly 
improve the fit.  Interestingly, substituting multidimensional scaling dimensions for the 
geo-reference predictors actually improves the fit, to an R-square of 0.83, with a p-value 
of 0.017.  This is because the rotation of axes in multidimensional scaling reduces the 
magnitude of the error for one unusual observation (San Diego, from -107 to -36). 
 
Finally, it should be noted that two-dimension maps often sacrifice information and 
accuracy to maintain simplicity.  For example, the first two principle components capture 
71.0% of variation in the straight-line distances and 70.3% of variation in the driving 
distances.  The corresponding results for the first three principal components are 85.3% 
and 84.0%, respectively.  Clearly, information is lost in dropping from three to two 
dimensions. 
 
6.  Conclusions and Extensions 
Principal component analysis is useful in mapping nxp data matrices in two dimensions.  
Multidimensional scaling is useful in mapping pxp dissimilarity matrices in two 
dimensions.  Procrustean analysis is useful in comparing maps, either in aggregate using 
permutation tests, or by examining errors among corresponding observations in the two 
maps.  Robust procedures show promise for improving these strategies, and are easily 
implemented in a rich open-source statistical computing environment like R.  
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