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1. Introduction  
In this paper we propose a modelling technique designed to combine the results of 
different experts (forecasting techniques, in our case) where each expert model (called 
Local Expert) is developed using only part of the data set. Many expert models are 
developed for the same part of the data set and only the best expert for each part is then 
used.  

Several of the traditional forecasting techniques use linear models which, by their 
nature, are not capable of capturing non-linear behavior that is often present in real world 
situations. Artificial neural networks and other techniques allow the development of non-
linear forecasting models, which, however, do not necessarily imply better results when 
compared to traditional linear techniques, as in Makridakis et al. (1998). 

Our purpose is to combine linear and non-linear techniques in the task of forecasting, 
capturing the best characteristics of each technique.  

2. Mixture of local expert system as a forecasting approach 
The mixture of local expert systems presented in this article is a revised approach using a 
guided model with multiple stages (then, our denomination guided) which was originally 
proposed by Jacobs et al. (1991) as an automated model with only one stage and has the 
following procedure: a) divide the data set into regions or clusters, b) for each cluster 
train all expert models, c) find the best expert for each cluster, and d) implement a 
composition of the best local experts using a gating network which will decide how to 
weigh each local expert output for a given input point. 

The major hypothesis of the proposed Mixture of Local Experts Model (MLEM) is 
that, when the data set can be divided into a set of clusters, one can develop a local model 
(a local expert) for each data cluster. However, one has to define a procedure to calculate 
the output when an input point x does not belong exactly to any of the data clusters used 
to construct the local models. The structure of MLEM can be seen in fig. 1. 

The steps in order to construct the desired models guided have the following phases: 
• Firstly we cluster the input data set (X) in several regions (Xi). 
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• For each one of the regions, considering only the data points in the training set of 
that region, all experts are used to construct the local models. 

• The best local expert for each of the regions is found, considering the smallest 
RMSE (Root Mean Squared Error) measured using only the data points in the 
training set of the region: 
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 where NT = number of data points in the training set of the region, Yt is the observed 
output and Ŷt is the local model output. 

• The best local expert for each of the regions is found, considering the smallest 
RMSE (Root Mean Squared Error) measured using the data points in the test set of 
the region, as in equation (1), but changing NT by NE = number of data points in the 
test set of the region. 

 

 

 

 

 

 

 

 

 

After the local expert has been developed, the MLEM structure can be used to yield a 
forecast for a given input point x in the following manner: 

 
 

Figure 1. Mixture of Local Expert Models (MLEM). 

• The input point x is delivered to the best expert elected for each cluster i who 
computes its output yi. 

• Next the gating network is used to compute the weight coefficients gi which will 
depend on the distance of the input point x to the center of each cluster as well as the 
size of the region of the input space taken by each cluster of training data points. 

• The final output y will be computed as the weighted average of the outputs yi using 
the coefficients gi  as weight factors, i.e.: 
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where k represents the number of local experts. 

 
 



3. Data set clustering and weight coefficients computation  

neural network trained by a SOM (Self-
 applied to available data, as in Kohonen (1989). The 
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3.1 Data set clustering  
The data set is clustered using a Kohonen 
Organizing Map) algorithm
Kohonen neural network training aims at finding similarities on the input data set. It is 
possible to show that a Kohonen neural network divides the input data set in such a way 
that input points that are close to each other (by a given measure) will be assigned to the 
same cluster (Haykin, 1999). 

Each cluster defines a region on the input data set space and each input data used 
during training belongs to one

r training, the weights of the Kohonen neural network units indicate the center of each 
cluster (denoted by ctri). 

3.2 Weight coefficient
According to Bishop (1995) and Mitchell (1997) the w
computed using a Radial Basis Function - R
variances are used to compute the coefficients di: 
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he coefficients gi can then simply be computed by normalizing the coefficients di: T
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The parameter di could also be computed by using the Mahalanobis distance (see 
Kohonen, 1989; Bishop, 1995): 
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w only the training input vectors xj 
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E tion to an elliptical one.  quation (6) adjusts the form of the radial basis func
 



4. Choosing the experts 
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 The expert candidates should be
represents different types of modelling techniques. The Artificial Neural Networks 
(ANN) model was chosen for its non-linear properties and the Multiple Regression 
Analysis (MRA) model was chosen for its linear properties.  

Regarding the ANN model, there are many training algorithms that can be used to 
develop a multi-layer perceptron (MLP). Among these algorithms we selected the Back-
Propagation, a gradient-type algorithm which aims at minimizing the root mean squared 
error (RMSE) between observed values and model outputs. Then, were adopted two types 
of ANN, one with and other without Input - Output direct connection. According to 
Weigend and Gershenfeld (1994) the direct linear connections between each input and 
the output units can help the training algorithm to quickly find the linear input-output 
relationship (if it exists) and then the hidden nonlinear units can be used to find the 
nonlinear part of the desired input-output mapping. 

The MRA model uses ordinary least squares in order to find the best linear function 
that fits the given input-output data. When using MRA, several hypotheses are of 
fundamental importance for the good quality of the results. Pindyck and Rubinfeld (1998) 
recommend checking the normal distribution of the output error, homoscedasticity and 
the absence of multicolinearity in the data, serial correlation of the output error and the 
presence of outliers. 

5. Conclusions 
The proposed system for the implementation 
be applied to a large number of modelling problems, including the forecast of house 
prices as hedonic approach (applications in socioeconomic and urban studies), in health 
and medical informatics, in criminology, all fundamental part of most decision-making 
processes that continues to be a challenge for researchers from all over the world.  

Future research will investigate other clustering procedures (as Generative 
Topographic Models – GTM), more modelling techniques to develop the local expert 
models, and different strategies to combine the local expert models.  
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