1. Introduction

Nowadays, geospatial information has been extensively used to support a variety of physical-science and social-science studies, such as natural-disaster prediction (Li et al. 2009), emergency response (Rauschert et al 2002), and urban-economics studies (Anas and Liu, 2007). In the past decades, billions of gigabytes of geospatial data have been produced and made available to the public by government agencies and other stakeholders from multiple Earth-orbit missions, ground survey, and in-situ measurements. The large volume of data provides science and applied researchers with a valuable resource. To enable the seamless access and visualization of georeferenced data, the former Vice President of the United States Al Gore envisaged a virtual globe -- the Digital Earth -- as “a new wave of technological innovation that allows us to capture, store, process and display an unprecedented amount of information about our planet and a wide variety of environmental and cultural phenomena” (Gore 1998). Ten years later, a number of advanced techniques, such as geobrowsing, distributed geographic information processing (DGIP, Yang et al. 2008), and volunteered geographic information (VGI; Goodchild, 2007), have been developed to operationalize the Digital Earth concept. However, as a comprehensive goal, the “Digital Earth” is still facing challenging problems (Xu, 1999; Craglia et al 2008). One grand challenge is how to provide an intelligent mechanism to assist users of Digital Earth systems to readily discover, search, and access useful science content from multiple sources. In the position paper from the Vespucci Initiative for the Advancement of Geographic Information Science, Craglia et al. (2008) highlighted the importance of establishing “a dynamic information system to provide reliable, accurate, timely and openly accessible information” for building the next generation Digital Earth. In 2010, the workshop “Towards Digital Earth: Search, Discover and Share Geospatial Data 2010” (http://ceur-ws.org/Vol-640/) was held at the Future Internet Symposium and discussed the application of state-of-the-art information technology to enable intelligent discovery of geospatial data. Although several efforts have been made to promote the scientific discovery process, such as establishing data application centers and developing Web catalogs (Liu et al. 2010) with search capabilities, in reality, scientists are still limited to the use of datasets that are familiar to them (Li et al. 2011). These efforts often have little knowledge of the existence of datasets that could be a better fit for their model or application (Gray et al 2005; Singh 2010; Tisthammer 2010) due to the inefficiency of current geospatial search engines. This deficiency brings great challenges to the information-retrieval community to develop more effective mechanisms for intelligent geospatial data discovery and a semantic-search platform to support the realization of the Digital Earth vision (Gore 1998; Li et al 2008a; Li et al. 2008b).

There are two factors that influence the discoverability of a geospatial search engine in the digitized world: accessibility and effectiveness. Accessibility measures whether all existing geospatial data and services can be accessed by as many users as possible; in other words, it
involves the process of building the corpus which provides the most up-to-date data. Effectiveness measures whether a search engine is able to find all relevant information by scanning the corpus. One way to improve accessibility is to build a comprehensive corpus containing all available datasets dispersed on the Internet. For example, NASA has built several distributed, discipline-specific active archive centers (DAACs) for scientific modeling and analysis. NASA’s Global Change Master Directory (GCMD) and the US Government’s Geospatial One Stop (GOS) provide public gateways and catalogs to facilitate the collection and access of geospatial data. Li et al. (2010) developed an active crawler to automatically collect the distributed geospatial services that exist on the Web and have not yet been published, and to incorporate them into the above catalogs to extend the geospatial data corpus. These works have greatly improved the accessibility of geospatial data. However, in terms of improving the effectiveness of a search engine, almost all of the existing geospatial catalogs and Web portals use Lucene, a full-text keyword-matching technique (Hatcher and Gospodnetic 2004). The datasets that are semantically related to a user’s query but described differently from the query keyword will be considered irrelevant and excluded from the search results. Hence, improving the effectiveness of a geospatial search engine and making available datasets reachable by scientists is becoming even more significant.

Recently, the emerging semantic technologies are attracting the attention of researchers, who are exploring how to utilize such technology to improve search effectiveness. One direction of the efforts is to incorporate domain ontologies to identify associations and concepts (such as polyseme, synonym) related to a query, recommending a list of related search terms for users to refine their search. These works include VSTO (Fox et al. 2008), GEON (Bowers et al. 2004), LEAD (Droegemeler et al. 2005) and Noesis (Movva et al. 2008). These solutions rely heavily on the logical representation in the ontology, which is usually developed by humans. The issue is that the words used for indexing a document are often different from those in the pre-defined ontologies. Moreover, different people with different knowledge sets tend to have different perspectives on the categorization of terms and their linkages and relations. This would cause heterogeneous representations and conflicting statements, and eventually influence the effectiveness of a search engine. To overcome this problem, in this paper we propose to use an analytical and human-independent method -- Latent Semantic Analysis (Dumais 2004) -- which has rarely been applied to the retrieval of geographic data. By applying latent semantic analysis, the semantic structure of documents in the corpus can be discovered and the latent semantics between the occurrences of patterns of words, and clues to the likely occurrence of others, will also be discovered. In this way, even the words with no occurrence in a document will be given weights indicating the correlation between the words and the document.

Latent semantic analysis (LSA) enables the discovery of more semantically relevant datasets. Meanwhile, these discovered dataset need to be ranked so that the most relevant results will always appear on top. Therefore, we also propose a ranking model based on revised cosine similarity to filter out documents that are not closely related in order to improve the effectiveness of geographic data retrieval. The geospatial metadata sets from the NASA SEDAC (Socio-Economic Data Application Center) are used as our test corpus in this study. Experiments show that a retrieval system implementing the proposed method improved the retrieval of relevant documents significantly – for all eight sample subject-based queries, the recall rate almost reached 100%. Although the precision is in some cases lower than the Lucene-based retrieval
method, the system guarantees that all the records returned by Lucene could be discovered by the proposed retrieval system. Besides the capability of handling subject-based queries, we also introduced the advanced mechanisms of automatic place-name detection and spatial filtering to handle spatial queries with the assistance of the GCMD location taxonomy.
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