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Abstract 

The past few years have witnessed the increasing public use of social media at an 

unprecedented rate as well as the explosive growth of diverse services and platforms. 

Analysis of social media has been used in the disaster and emergency management 

domains. To further extend the empirical knowledge and practices about social media use 

pertaining to disaster, this paper combines text mining and a statistical model applied to 

abstracts downloaded from Scopus. The aim is to quantify and evaluate changes in the 

temporal and thematic trends in the scientific analysis of social media in the context of 

disasters and emergencies. As an initial step, this research considers social media in 

general and examines different social media platforms. It then examines the links between 

text mined topics link across time in an attempt to describe the evolutions of ideas in 

social media analyses associated with disasters and emergencies. These methods, 

explored here, will be used to undertake a deeper and wider meta-analysis of the literature 

in this area.  

Keywords: Social media, Disaster, Preliminary meta-analysis, Text mining, Latent 

Dirichlet Allocation. 

 

 Introduction 1.

The past few years have witnessed the increasing use of social media with millions of users around 

the world generating volume of data at an unprecedented rate as well as explosive growth of social 

media services and platforms. (Croitoru et al., 2015)  According to their different affordances, they 

could be categorised into microblogs (e.g., Twitter, Tumblr, and Weibo), social networking services 

(e.g., Facebook, Google+, and LinkedIn), and multimedia content sharing services (e.g., Flickr and 

Youtube).  This information somehow provides additional content (e.g. location) and context (e.g. 

topics and sentiment accord) in a sense of linking the cyber and physical spaces. Therefore, it offers 

opportunities to study human dynamics and activities. That is, analysis of social media can be used 

to observe socio-cultural expressions in space to understand people’s actions, reactions, and 

interactions in spatiotemporal coverage. 

Analysis of social media has also raised concerns in the disaster emergency domain due to the 

characteristics of timely dissemination to meet the requirement of rapid allocation in disaster rescue 

and relief. Additionally, this information somehow provides additional content (i.e., space) and 

context (i.e., topics and sentiment accord) which can be used further to promote current models of 

disaster response and recovery by the employment of these individual -level perspectives in 

geosocial analysis. (Croitoru et al., 2014)   For example, geosocial analysis of tweets could be used to 
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localise the impact area of the Virginia earthquake in 2011 (Crooks et al., 2013), of the wildfire of 

Colorado in 2012 (Panteras et al., 2015), and of the UK floods in 2014 (Saravanou et al., 2015). 

Nowadays, a plethora of research seeks to incorporate social media into disaster management to 

supplement traditional geospatial datasets. There is a need of meriting additional research to 

understand empirical knowledge and practices about social media use pertaining to disasters and 

what remains to be investigated. This paper starts to develop a preliminary meta-analysis of social 

media use in relation to disaster through text mining of publications from 2000 to 2016 unveiling the 

hidden topics and concepts described in research papers. The aim is to quantify and evaluate 

changes in the temporal and thematic trends in the scientific analysis of social media in the context 

of disasters and emergencies. 

 

 Method 2.

2.1. Data Extraction 
In order to conduct a preliminary meta-analysis of disaster-related research on data analysis of social 

media, A Scopus search was performed through 2000 to 2016 with certain keywords. The limiting 

search criteria sought article titles or abstracts or keywords that contains the terms “disaster” or 

“hazard” or “emergency” coupled with the term of “social  AND media.” The query resulted in 4057 

articles.  

2.2. Data Cleaning 
To extract or infer the topics contained in the downloaded articles, a Latent Dirichlet Allocation (LDA) 

was used. (Blei et al., 2003) The first step was data cleaning through tokenization, removal of 

stopwords, and stemming. Tokenization segments a document into its atomic elements. Certain 

English stopwords, such as conjunctions and pronouns, numbers, punctuation, whitespaces, and any 

words less than three characters long were removed from the token list. Then, the words were 

stemmed to reduce topically similar words according to their etymological root. The cleaned and 

stemmed abstracts were then categorised into 16 documents based on the year of publication in a 

“bag-of-words.” Another corpuses of each year were created without the process of removing 

stopwords and stemming for the term frequency analysis. 

2.3. Text mining and statistical analysis of abstracts 
A statistic provides information on the most popular social networking sites as of February 2017, 

ranked by number of active accounts listed in  

Table 1. (KALLAS, 2017) To understand which type of social media has been mainly used regarding 

disaster in the scientific analyses a frequency matrix was constructed describing the occurrence of 

15 popular social media platforms in each of the 16 documents representing the corpus of abstracts 

for each year (2000 to 2016). 
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rank social media site  
active users 

(in millions) 
rank social media site  

active users 

(in millions) 

1 Facebook 1,860 9 Tumblr 115 

2 Youtube 1,000 10 Flickr 112 

3 Instagram 600 11 Google+ 111 

4 Twitter 313 12 LinkedIn 106 

5 Reddit 234 13 Vk 90 

6 Vine 200 14 ClassMates 57 

7 Pinterest 150 15 Meetup 30 

8 Ask.fm 160    
 

Table 1: social media sites ranked by number of active users. (KALLAS, 2017) 

Combined with a term’s Inverse Document Frequency (IDF), which decreases the weight for 

commonly used words and increases the weight for words that are not used very much in a 

collection of documents, the Term Frequency-Inverse Document Frequency (TF-IDF) was calculated 

to measure how important a word is to a document in a corpus. (Comber et al., 2014) 

A Latent Dirichlet Allocation analysis was run on the corpus with the R topicmodel package. A topic 

model was derived based on the assumption of 5 topics. (Ponweiser, 2012) Then, the composite 

relationships between topics and years are calculated and visualized by integrating the relationships 

of consistency, co-occurrence and linking semantics to topics over years.  

 Initial Result 3.

Figure 1 shows that much of the previous research conducted, particularly on Twitter, followed by 

Facebook.  It is also noteworthy that the use of Instagram which was launched in 2010 have 

gradually grown in popularity in this domain whilst Flickr, the classic photo sharing program that has 

been around since 2004 relatively remains stable.  

 

Figure 1: The change of TF-IDF value for each social media platform from 2000 to 2016. 
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Figure 2 shows that the resulting output of 5 topics containing associated terms from the LDA model 

which provide insight into the semantic concepts of them. This then suggests 3 distinct topic groups 

which could be inferred by corresponding terms: Topics 4 (use, disast, inform, emerg), Topics 3 (use, 

social, studi, inform) and Topics 1, 2, and 5 (health, risk, use, social, risk, disast).  Note, that Topic 1 

included the term of “health” which is worth investigating whether it implies the application during 

post-disasters.  

 

Figure 2: The frequency of occurrence for each social media platform. 

Figure 3 shows that the links between topics and years indicating a time evolution of these topics 

associated with publications in this domain. The width of the edges denotes the strength of the link 

quantified by the posterior probability in the LDA model. These show only very weak temporal 

patterns. 

 

Figure 3: The links between topics and years. 
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  Discussion 4.

The findings of this paper indicate only coarse temporal trends in the topics associated with social 

media as reported in the scientific literature in the analysis of social media in the context of disaster 

regarding temporal dimension. There are a number of areas of further work which will be 

undertaken by extending the methods and dataset and outlined below:    

- Analysis of the spatial trends in scientific analysis of social media for disaster management:  

For example, does location of contributors corresponds to disasters, especially occurring in 

the “digital divide” regions? 

- Analysis of the thematic trends in scientific analysis of social media: the well-known 

problems with social media analyses not the least of which are cognitive and semantic 

variations within and between groups. 

- Evaluations on the specificity of analysis using data from specific platforms: For example, do 

analyses of Flickr and Foursquare POIs have any specificity? 

- The geographic scope of analyses of social media: For instance, how do the localised and 

global disasters (e.g. El Nino) influence the nature of the social media analyses?  

The overall aim of this further work is to develop a series of highly sensitive search strategies and 

meta-analyses using topic modelling and text mining, linked to  gazetteers and formal ontologies in 

order to obtain deeper insights into the participation of regional studies and data. In parallel, the 

semantics of a domain ontology should be adopted to link topics for yielding better results. 
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